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Featured Application: Proposed research could be useful in offshore wind turbine condition monitoring activities based on supervisory control and data acquisition (SCADA) datasets.

Abstract: Power curves, supplied by turbine manufacturers, are extensively used in condition monitoring, energy estimation, and improving operational efficiency. However, there is substantial uncertainty linked to power curve measurements as they usually take place only at hub height. Data-driven model accuracy is significantly affected by uncertainty. Therefore, an accurate estimation of uncertainty gives the confidence to wind farm operators for improving performance/condition monitoring and energy forecasting activities that are based on data-driven methods. The support vector machine (SVM) is a data-driven, machine learning approach, widely used in solving problems related to classification and regression. The uncertainty associated with models is quantified using confidence intervals (CIs), which are themselves estimated. This study proposes two approaches, namely, pointwise CIs and simultaneous CIs, to measure the uncertainty associated with an SVM-based power curve model. A radial basis function is taken as the kernel function to improve the accuracy of the SVM models. The proposed techniques are then verified by extensive 10 min average supervisory control and data acquisition (SCADA) data, obtained from pitch-controlled wind turbines. The results suggest that both proposed techniques are effective in measuring SVM power curve uncertainty, out of which, pointwise CIs are found to be the most accurate because they produce relatively smaller CIs. Thus, pointwise CIs have better ability to reject faulty data if fault detection algorithms were constructed based on SVM power curve and pointwise CIs. The full paper will explain the merits and demerits of the proposed research in detail and lay out a foundation regarding how this can be used for offshore wind turbine conditions and/or performance monitoring activities.
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1. Introduction

Wind energy in recent years has gained popularity because of low life cycle emissions and efforts to reduce costs. From a business perspective, the cumulative installed wind energy capacity globally is anticipated to reach 817 GW in 2021, where Asia will be leading with an installed capacity of 153.5 GW in the years 2017 to 2021, as reported by the Global Wind Energy Council (GWEC) [1]. Due to technology maturity, an exponential increase in wind turbine (WT) installation has been recorded. Due to the significant rise in turbine installation, condition monitoring activities have become more
challenging, which causes a substantial increase in operation and maintenance (O&M) costs. Therefore, many research activities are focusing on using advanced technologies to improve turbines’ expensive components’ life expectancy as well as minimising O&M costs. In addition to this, offshore wind farms (WFs) are generally situated in distant areas subject to harsh operating environmental conditions, which make offshore accessibility challenging and costly due to logistic and transport issues unlike onshore. A recent study [2] found that their O&M costs were estimated to account for 25–30% of the life cycle costs of an offshore WF. O&M visits make use of specialised vessels or helicopters for planned and unplanned repair activities. The O&M costs increase due to the higher incidence of failures that cause underperformance, high downtime and low availability. Furthermore, unscheduled maintenance occurs due to unexpected failures and affects the weather window; these need to be identified as quickly as possible to prevent critical damage and improve availability. All these factors together cause performance deterioration and significant loss in revenue that strongly affects the net economic value of the offshore WF [3]. Thus, WF developers and operators are continuously seeking cost-effective strategies to minimise O&M costs, improve performance, and maintain wind power availability while increasing at the same time, the return on their investment. According to recent statistics, it is estimated that the global business for WF O&M is expected to expand by up to $27,400 USD million by 2025 [4], supported by data-driven technologies. This, therefore, outlines the importance of the O&M sector concerning the technical and commercial aspects for offshore WFs.

Condition monitoring (CM) is a process that has been widely used to monitor the operational status of machines in order to detect potential anomalies at an early stage to prevent catastrophic damage and to improve performance [5]. Three maintenance strategies are in use by the wind industry; these are reactive maintenance, corrective maintenance (run-to-failure) and preventive maintenance [5,6]. Preventive maintenance can be scheduled or condition-based, depending upon the problems. System physics-based techniques (e.g., oil debris analysis, vibration signal analysis) based on O&M activities consist of consolidation of run-to-failure and scheduled maintenance operations. Still, these techniques are costly as they cause significant downtime as well as a premature replacement of components. That is why O&M strategy is shifting from corrective and scheduled towards condition-based maintenance [6]. Predictive (condition-based) maintenance of the machine can be undertaken on a continuous basis without disrupting power generation, as well as being useful in determining the optimum point between corrective and scheduled maintenance. This improves maintenance activities and reduces unplanned downtime [7,8]. Within this framework, a condition-based maintenance approach is found to be cost-effective in improving reliability and reducing downtime [9,10], while minimising O&M costs [11,12].

As already stated, CM is an integral part of O&M that covers the essential activities associated with O&M at the different stages of WTs’ operation. Turbine manufacturers and operators widely adopt supervisory control and data acquisition (SCADA) data-based CM as it improves performance and minimises O&M costs [13,14]. Qiu et al. [15] proposed a thermophysics-based approach (a synthesised thermal model) that uses SCADA data for WT drivetrain fault diagnosis by deriving relationships between various SCADA signals and changes in the thermophysics of WT operation. The results suggest that the SCADA-based thermophysics technique is useful in identifying non-linearity of the gearbox oil temperature rise with wind speed/output power, which can effectively suggest gearbox efficiency degradation that may be attributed to gear transmission problems such as gear teeth wear. Dao et al. [16] proposed a co-integration methodology based on SCADA data for improving CM and fault diagnosis that was found to be effective. Most of these technologies have concentrated on using SCADA signals rather than the SCADA alarms that are recorded in the SCADA system. Nevertheless, SCADA alarms are triggered and recorded when vital component signals exceed threshold limits. Hence, the inclusion of alarm signals can assist in identifying anomalies and improving WT performance. Recently, probability-based Venn diagrams and artificial neural networks [17–19], as well as classification methods [20], have been used for the analysis of SCADA alarm signals for WT condition/performance monitoring.
The WT power curve is widely used as a benchmark for use in purchase contracts and to correctly correlate the non-linear relationship between hub height wind speed (measured immediately before the rotor) and electrical power from the turbine [21]. Power curves can be used to optimise operational costs, enhance reliability and for condition/performance monitoring activities, and therefore are considered as critical performance indicators. However, power curves are adversely affected by changing environmental and topographical conditions, and thus may be site-specific [22,23]. Depending upon turbine rating and design, the commercial power curve shape deviates from the theoretical power curve [24,25]. Nevertheless, there has been extensive research on techniques for appraising power curves based on SCADA data over the last decades; these can be categorised into parametric and non-parametric methods as follows.

Parametric techniques include specified mathematical equations, perhaps from a family of functions, and with several parameters that are selected to provide the best fit to a particular WT power curve. Segmented linear models [26], polynomial regression [27,28], and models based on probabilistic distributions such as four- or five-parameter logistic distributions [29,30] have been used. Unlike parametric techniques, non-parametric approaches are adaptive. They can exhibit a high degree of flexibility because they do not enforce any pre-specified equation, and such methods can tightly fit the measured data subject to some specified smoothness of the fit criterion. Commonly used non-parametric techniques include ANN [31], SVM [32], GP [33] and Copula function [34]; they have proved to be useful in SCADA-based power curve modelling for improving WT’s forecasting and prediction as well as for O&M activities. In contrast to classical neural network techniques, SVM is useful in solving problems related to classification and prediction for non-linear issues. Vapnik proposed the SVM initially in 1992 [35], and it has been upgraded to provide better computational ability as well as higher prediction accuracy [36]. Santos et al. [37] proposed the SVM classification-based technique to identify failures related both to rotor blade imbalance and imbalance using simulated data points. The proposed algorithm compared different SVM kernels to neural networks with the conclusion that the linear kernel SVM outperforms other kernels and ANNs, in terms of validated accuracy, training and tuning times. Dahhani et al. [38] proposed an SVM-based control strategy for a WT, where SVM was used to detect optimal electromagnetic torque and blade pitch angle in response to wind speed changes. The results show that with just the knowledge of wind speed, SVM control could operate the overall wind power system optimally, which is validated by sliding mode control. Furthermore, SVM has also been applied in time-series wind speed forecasting [39], short-term wind power prediction [40] and CM [41,42] activities.

2. Scientific Novelty and Importance of This Research

The stochastic nature of wind and its complex interaction with the WT results in the variation of the power curve and significant uncertainty in its determination. This highlights the importance of uncertainty analysis associated with the power curve to assist turbine operators in the interpretation of performance validations. In forecasting, many articles such as [39,40,43], are presented to quantify the uncertainty for wind speed, wind power and smart grids purposes. De Brabanter et al. [44] proposed numerous techniques for calculating confidence intervals (CIs) for Least Squares Support Vector Regression. However, CI-based uncertainty assessment for SVM-based power curve models research is limited. Accurate estimation of uncertainty ensures early detection of anomalies caused by expected failures at an early stage and supports O&M decision management as highlighted by [45]. This research extends the work of [44] for SVM power curve construction in which two techniques, namely, simultaneous and pointwise, will be used as their CIs are close to the standard bootstrap method, compared to others. This paper fills this gap by proposing and comparing these CIs’ techniques and suggesting which one is suitable for SVM-based power curve modelling.
The rest of the paper is organised as follows: Section 3 focuses on turbine power curve monitoring and its characteristics: air density correction and its importance. The WT SCADA data are described in Section 4, together with the data filtering undertaken. Section 5 has many subsections that cover the methodologies for constructing the SVM power curve and techniques to estimate the uncertainty associated with it via calculating CIs. Section 6 discusses the results, followed by comparative studies of the proposed uncertainty estimation techniques. Finally, with closing remarks and potential future work, the paper ends with Section 7.

3. Wind Turbine Power Curve Monitoring

The measurement of power output is fundamental to the wind industry since it forms the basis for the wind turbine’s power production warranty. A calculation of the power efficiency of a wind turbine consists of calculating the simultaneous wind speed in front of the turbine and the turbine’s power output, described by power curves. The WT’s power curve reflects a dynamic, non-linear and roughly cubic relationship between hub height wind speed (measured by anemometer) and electrical power output below rated power. An anemometer looks like a weather vane and has four cups, so it can more accurately measure wind speed. The end of the horizontal arm is connected to each cup which is fixed on a central axis. The arms rotate the axis as wind drives through the cups. The faster the wind, the faster the axis rotates through the cups. Figure 1 shows typical power curves for 8 MW and 9.5 MW rated WT. Generally, the power curve is classified into three wind speed ranges: (a) cut-in wind speed where the WT starts to rotate and produce power, (b) cut-out speed is usually when rotor blades are stopped to prevent the damage caused by high winds, and (c) rated wind speed at which maximum power is produced, or rated power. Theoretically, the power that is extracted from the wind by the turbine is described by the following equations [21],

\[ P_w = 0.5 \rho \lambda^2 \mu^3 \]  
\[ P_m = C_p (\lambda, \beta) P_w \]

where \( P_w \) = power in the wind (W); \( P_m \) = mechanical power output of the turbine (W); \( \mu \) = wind velocity (m/sec); \( C_p \) = power coefficient of WT; \( \rho \) = air density (kg/m³); \( r \) = radius of the rotor (m); \( \lambda \) = tip speed ratio (defined as the ratio of the speed of the blade at its tip to the speed of the wind).

![Power curves of the 8 MW and 9.5 MW versions](image-url)
Modern large WTs achieve peak values for $C_p$ in the range of 45 to 50%. In addition, as seen from the above equations, WT mechanical power output depends on the power coefficient and the wind speed, while both blade pitch angle ($\beta$) and tip speed ratio ($\lambda$) have an impact on the power coefficient.

4. Data Description and Preparation

The SCADA data-based condition/performance monitoring is a cost-effective approach as it provides crucial information regarding the load history and operations of individual turbines. They provide an efficient tool for continuous CM of a turbine for early warning of failures and related performance issues. The SCADA data points collected from the Whitelee WF (located in Scotland, UK) are used for training and validating the proposed models, including data pre-processing, air density correction, and model evaluation. The Whitelee WF is located to the south of Glasgow, Scotland and amounts to 215 Siemens and Alstom onshore WTs with a total installed capacity of 539 MW. They record more than 100 different signals such as electrical (e.g., real and reactive power output and currents and voltages in the generator windings); weather-related signals (e.g., anemometer-measured hub height wind speed and direction, and ambient temperature); various temperature signals, such as main bearing and gearbox; pitch information (e.g., set and actual blade angles); numerous other signals. All this information is in the form of maximum, minimum, average and standard deviation values, with a 10 min average value. Measured wind speed is the most significant source of uncertainty and including more data points gives more certainty to the average value in the WT power curve. Type B uncertainties would be challenging to treat in a consistent manner without greater knowledge of the instrumentation used. Therefore, in this paper, we used the statistical spread for the SVM-based power curve using CIs. The data points used in this study cover the period from 00:00 on 1st September 2012 to 23:50 on 30th November 2012, accounting for 13,250 data samples in total. Recorded data can be imperfect due to sensor failures or malfunctions; these need to be removed or corrected as they affect the accuracy of any proposed models. Firstly, samples with missing values or negative power values are filtered out. Data points where maximum wind speed has reached more than 20 m/s are also filtered out because beyond this wind speed the turbine is stopped. In addition, data sampling during frequent start-up or stop in the low-wind-speed period may have a different variation. In short, criterion such as timestamp mismatch, negative power values, out of range values and turbine curtailment are used to filter out such misleading data similar to the one described in [13,23]. This reduces the number of data samples to 7918. Once the data are pre-processed, the next step is to carry out data partition into training and testing to make the model robust. Two problems need to be discussed when conducting data partition; with fewer training data, estimated values of the SVM model will have more significant variance while estimated values output statistics will have more substantial variance with less testing data. Thus, to guarantee variation within reasonable limits, a balance between training and testing data points is required. It should be noted that the inclusion of extensive training data improves data-driven models, such as SVM performance. In contrast, more testing data help in estimating errors accurately. Therefore, many studies [32–34] suggested that 70% training and 30% testing partition size are found to give the right combination of accuracy and precision. Hence, filtered SCADA data points are randomly divided into training and testing subsets in the ratio of 70:30, i.e., 5542 for training and 2376 for evaluation, as illustrated in Table 1. The SVM model has never seen the testing data points, so the resulting outcome will be an excellent guide to analyse its impact on power curve accuracy and uncertainty when the model is applied to unseen data and this is discussed in the sections below.

<table>
<thead>
<tr>
<th>Start Timestamp</th>
<th>End Timestamp</th>
<th>Measured Data</th>
<th>Filtered Data</th>
<th>Training Data</th>
<th>Validation Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>10/09/2012 00:00 A.M.</td>
<td>30/11/2012 23:50 P.M.</td>
<td>13,250</td>
<td>7918</td>
<td>5542</td>
<td>2376</td>
</tr>
</tbody>
</table>
Air Density Correction for Improving Power Curve Accuracy

The International Electrotechnical Commission (IEC) standard 61400–12-1 [46–48] proposes a technique for variable pitch regulated WTs to compensate for the air density effect on a power curve, where atmospheric pressure and ambient temperature are acknowledged as relevant parameters for air density correction. Therefore, the following equations (defined in the IEC standard) are used in this study for air density correction purposes:

\[
\rho = 1.225 \left[ \frac{288.15}{T} \right] \left( \frac{B}{1013.3} \right) \tag{3}
\]

and

\[
V_C = V_M \left[ \frac{\rho}{1.225} \right]^{\frac{1}{3}} \tag{4}
\]

where \(V_M\) and \(V_C\) are the measured and corrected wind speed (m/sec), respectively. Ambient temperature (T) and atmospheric pressure (B) average 10 min SCADA data points are used in Equation (3) to calculate the corrected air density and then the corrected wind speed (\(V_C\)) using Equation (4). The corrected wind speed is then plotted against electrical power output to provide the corrected power curve. IEC air density correction is widely used in data-driven models to construct the power curve.

Figure 2 shows the measured power curve of a turbine before filtering and air density correction. Adopting air density correction (as described in Section 3) and filtering, as outlined above, results are illustrated in Figure 3. The changes due to air density correction is not significant as data used in this study came from wind turbines from normal region where temperature is not significant [47]. It is worth noting that WT power curves are affected by both environmental and operational conditions and incorporating those could be useful for improving data-driven power curve accuracies [47,48].

![Figure 2. Raw power curve data.](image-url)
where $V_M$ and $V_C$ are the measured and corrected wind speed (m/sec), respectively. Ambient temperature ($T$) and atmospheric pressure ($B$) average 10 min SCADA data points are used in Equation (3) to calculate the corrected air density and then the corrected wind speed ($V_C$) using Equation (4). The corrected wind speed is then plotted against electrical power output to provide the corrected power curve. IEC air density correction is widely used in data-driven models to construct the power curve.

Figure 2 shows the measured power curve of a turbine before filtering and air density correction. Adopting air density correction (as described in Section 3) and filtering, as outlined above, results are illustrated in Figure 3. The changes due to air density correction is not significant as data used in this study came from wind turbines from normal region where temperature is not significant [47]. It is worth noting that WT power curves are affected by both environmental and operational conditions and incorporating those could be useful for improving data-driven power curve accuracies [47,48].

Figure 2. Raw power curve data.

Figure 3. Air density corrected filtered power curve.

5. Methodologies

5.1. SVM Models—Theoretical Descriptions

The SVM is a non-linear, data-driven technique, gaining popularity due to superior performance as compared to traditional ERM as used by conventional neural networks [49]. With the use of SRM, the upper bound on the anticipated risk minimises the effect of a reduction in training data error and gives SVM greater capacity to generalise function as compared to neural networks. Initially, SVMs were constructed to provide objective/optimal classification called SVC but more recently have been applied to regression and termed as SVR. In this section, the theoretical description of SVM regression models [36,50] for WT power curves is described as follows.

Let us consider $N$ training vectors $x_i \in \mathbb{R}$ defined by a set of definite variables $x_i = \{x_{i1}, x_{i2}, x_{i3}, \ldots, x_{ip}\}$ and by the class response $y_i \in \mathbb{R}$. To use non-linear functions for regression of the data $x$, a non-linear map $\theta: x \rightarrow \theta(x)$ into a high dimensional space is suggested to allow linear regression in that space ($f(x) = \langle w, \theta(x) \rangle + b$). Dot products of $\langle x_i, x \rangle$ found in calculating linear SVR are in the non-linear case replaced by the dot products $\langle \theta(x_i), \theta(x) \rangle$. This is the symmetric function in $x_i$ and $x$ that should satisfy Mercer’s condition and is called a kernel: $\langle x_i, x \rangle = \langle \theta(x_i), \theta(x) \rangle$. The SVR technique is formulated as a minimisation of the following function:

$$\min_{w,b} \frac{1}{2} \| w \|^2$$

subject to:

$$\| f(x_i) - y_i \| \leq \varepsilon, \ i = 1, 2, \ldots, N$$

where

$$f(x_i) = \langle w, \theta(x_i) \rangle + b$$

Here, $w$ is a space weight coefficient vector, and $b$ is a bias.

The SVM is a supervised machine learning technique whose sole goal is to design a hyperplane that classifies all training vectors into two classes. The most appropriate hyperplane is one that leaves the maximum margin between both classes. Therefore, minimising the term $w$ maximises the separability. Minimisation of $w$ is a non-linear, optimisation task, which can be solved by the
Karush–Kuhn–Tucker (KKT) approach [50], using Lagrange function/multipliers to find a $\xi$-insensitive loss function, by the following function:

$$f(x) = \sum_{i=1}^{N} (\alpha_i - \alpha_i^*) k(x_i, x) + b$$

(8)

with the property:

$$w = \sum_{i=1}^{N} (\alpha_i - \alpha_i^*) \varnothing(x_i)$$

(9)

where $b$ is the bias term (a scalar), and $\alpha_i$ and $\alpha_i^* \geq 0$ are the Lagrange multipliers. The sample point that appears with non-zero coefficients $\alpha_i$ is called the support vector.

A slack variable $C$ is introduced into (5) to generate an optimal SVR model by relaxing the margin constraints and then neglecting a controlled part of the data. This allows the optimisation problem to be reformulated as Equation (10) below,

$$\min_{w, b, \xi^- \xi^+} \frac{1}{2} \| w \|^2 + C \sum_{k=1}^{N} (\xi^-_k + \xi^+_k)$$

(10)

subject to:

$$y_i - w^T \varnothing(x_i) - b \leq \varepsilon + \xi^-_k, \quad i = 1, 2, \ldots, N$$

and

$$-y_i + w^T \varnothing(x_i) + b \leq \varepsilon + \xi^+_k, \quad i = 1, 2, \ldots, N$$

where $\xi^-_k, \xi^+_k \geq 0$ are slack variables that cause a penalty term, which is weighted by $C$ and are used to measure the deviations of the samples outside the $\xi$-insensitive zone. The addition of a slack variable lies in the following range: $0 \leq \alpha_i, \alpha_i^* \leq C$. Weight of misclassifications increases with the increase in $C$ values, which leads to a higher cost of the misclassified data points that cause strict separation of data. This factor $C$ is called a box constraint because it is in the formulation of the dual optimisation problem where the Langrange multipliers are bounded within the range $[0, C]$. Minimising the first term of Equation (10) requires that the function fitting through data be as flat as possible; minimising the second term penalises deviations more significant than $\xi$, which is tuned by $C$.

The Gaussian kernel, radial basis function (RBF) with the kernel scale $\sigma$, is used in this study for data mapping as it facilitates computations in higher-dimensional space in a better way. Mathematically the RBF is defined by:

$$K(x_i, x_j) = \exp\left(-\frac{\| x_i - x_j \|^2}{2\sigma^2}\right)$$

(11)

5.2. Uncertainty Estimation–Theoretical Descriptions

These CIs are often estimated for uncertainty analysis and for providing turbine operators with confidence in determining how well a particular model describes the actual underlying process by taking into account the estimator’s statistical properties. As discussed earlier, CIs are also vital for identifying anomalies associated with the malfunction of the turbine. Additionally, data points that are not within a specified CI range can be considered anomalous and are potentially caused by damage to the turbine [42]. De Brabanter et al.’s [44] work is extended here to construct two CI techniques, namely, pointwise and simultaneous methods, for measuring uncertainty associated with the SVM power curve [44,48]; these are briefly described as follows.

The difference between the average estimate of the model and the average measured value determines the “bias”. At the same time “variance” is used to express the variability of the model estimation for given data points and indicate the spread of data. Both these are measures of model prediction accuracy. For example, high bias resulted in a high error on training as well as testing data and resulted in bias estimation problems. Therefore, the bias estimation problem needs to be taken care of by CIs so that the interval is correctly centred as well as providing proper coverage [51]. CIs are
based on the central limit theorem for linear smoothers combined with bias correction and variance estimation. The following equations are used in this study to determine bias and variance [44]:

\[
\hat{b}[\hat{m}(x) \mid X = x] = L(x)^T \hat{m} - \hat{m}(x) \tag{12}
\]

\[
Var[\hat{m}(x) \mid X = x] = L(x)^T \Sigma^2 L(x) \tag{13}
\]

with

\[
\Sigma^2 = \text{diag}(\hat{\sigma}^2(X_1), \ldots, \hat{\sigma}^2(X_n))
\]

where \(L(x)\) is the smoother vector evaluated at a point \(x\) and denoted \(\hat{m} = (\hat{m}(X_1), \ldots, \hat{m}(X_n))^T\).

The residuals are calculated from the SVM-based power curve to determine conditional bias and variance. These will later be used for estimating CIs for SVM power curve uncertainty analysis.

5.2.1. Pointwise CIs for modelled SVM power curve

Pointwise CIs for the SVM power curve model are calculated by the following equation [44]:

\[
\hat{m}(x) \pm Z_{1-\alpha/2} \sqrt{Var[\hat{m}(x) \mid X = x]} \tag{14}
\]

where \(Z_{1-\alpha/2}\) is the \((1 - \alpha/2)\)th quantile of the standard Gaussian distribution. In Equation (14), plus and minus signs signify upper and lower estimated CI values, respectively. However, this equation excludes bias, and so provides an inaccurate picture of uncertainty associated with the SVM model. Hence, unknown bias is estimated by Equation (12) which is incorporated in Equation (14) to reflect bias. Hence, the modified formula for pointwise CIs that includes a bias-corrected approximation 100\((1 - \alpha)\)% is expressed by the following equation:

\[
\hat{m}_c(x) \pm Z_{1-\alpha/2} \sqrt{Var[\hat{m}(x) \mid X = x]} \tag{15}
\]

where \(\hat{m}_c(x) = \hat{m}(x) - \hat{b}[\hat{m}(x) \mid X = x]\) and \(\alpha\) is called the significance level and kept at 0.05, corresponding to 95% probability. The corrected bias values are further normalised to determine the\((1 - \alpha/2)\)th quantile of the standard Gaussian distribution.

5.2.2. Simultaneous CIs for Modelled SVM Power Curve

Simultaneous CIs are defined as intervals that constitute specific intervals for the independent components of the parameter and are advantageous (in terms of computation and mathematical complexity) for multiple comparisons that include the combination of several single CIs, in contrast to multiple CIs. In this study, simultaneous CIs are constructed for the SVM-based power curve and then compared with pointwise CIs to determine which approach is most robust. Several studies have published novel methods to calculate simultaneous CIs such as [51,52]. However, the Bonferroni and Sidak corrections techniques were found to be accessible as they are mathematically easy to implement and produce acceptably accurate results, see, for example [53]. Hence, Equation (15) is modified based on the Sidak correction to determine simultaneous CIs, and is expressed by the following equation [50]:

\[
\hat{m}_c(x) \pm Z_{1-\alpha/2} \sqrt{Var[\hat{m}(x) \mid X = x]} \tag{16}
\]

subject to: \(\hat{m}_c(x) = \hat{m}(x) - \hat{b}[\hat{m}(x) \mid X = x]\). \(\beta\) is assumed as the significance threshold for each test and determined by \(\beta = 1 - (1 - \alpha)^{1/n}\) where \(n\) is the number of test samples. Equation (16) is further modified to include the approximate 100\((1 - \alpha)\)% and is shown below,

\[
\hat{m}_c(x) \pm v_{1-\alpha} \sqrt{Var[\hat{m}(x) \mid X = x]} \tag{17}
\]
where \( v_{1-\alpha} = \sqrt{2 \log \left( \frac{k_0}{\alpha} \right)} \) and subject to:

\[
k_0 = \int_{\chi} \frac{\sqrt{\| L(x) \|^2 \| L'(x) \|^2 - (L(x)^T L'(x))^2}}{\| L(x) \|^2} \, dx
\]

where \( \chi \) denotes the set of \( x \) values of interest and \( L'(x) = \frac{d}{dx} L(x) \) in which elementwise differentiation is applied. The \( k_0 \) is strongly related to degrees of freedom of the fit and approximates to the following relationship [44]: \( k_0 \approx \frac{\pi}{2} \left( \text{trace} \left( L \right) - 1 \right) \). All these values are calculated and used with Equation (17) to determine simultaneous CIs for the SVM model.

6. Results and Discussions

6.1. SVM-Based Power Curve Model

The pre-processed and air density corrected training SCADA data points (described in Section 6) were used to train the SVR model based on the above-described methodology and then testing datasets were used to validate the effectiveness of the model. The training and testing datasets of Table 1 are used to train and validate the SVM power curve model where wind speed used as input to estimate the power which is then plotted together as shown in Figure 4. It is worth noting that the Matlab “fitcsvm” function with the “OptimizeHyperparameters” with “automatic” options is used to calculate the “optimal value” for the BoxConstraint [54], while the K-fold CV approach, as per methodology described in [55], is used to calculate the value of kernel width/scale. The SVM-based power curve model intrinsically represents fitting errors. The SVR-based power curve model is found to be continuous, smooth and accurately estimates the measured power curve below the rated power. This is further confirmed by plotting estimated and measured power values in a time-series, as shown in Figure 5, and is plotted with limited datasets for better visualisation of the results. However, SVM model accuracy depends on the data quantity and quality, as well as the appropriate method of fitting used. Hence, the performance of the SVM model above 16 m/sec suffers because of the lack of adequate quality data points.

![Figure 4. Estimated power curve and measured data.](image-url)
The differences between the observed value of the dependent variable and the estimated value are called residuals, and they are vital in determining the deviation between measured data and the regression model. The frequency distribution of the calculated residuals of the SVR power curve is plotted in Figure 6, together with a fitted Gaussian distribution and the results suggest that the distribution of SVR residuals closely follows a Gaussian distribution.

![Figure 6. Histogram fitting of SVM-based power curve model.](image)

Furthermore, statistical performance indices, namely, root-mean-squared error (RMSE), mean absolute error (MAE), and coefficient of determination ($R^2$) are used to measure the performance of the SVR fitting. The calculated values of RMSE (59.93), MAE (46.18) and $R^2$ (0.99) further confirm the accuracy of the SVR power curve model.

6.2. SVM Power Curve Uncertainty Analysis

As stated in previous sections, CIs provide information on the uncertainty surrounding an estimation but are themselves model-based estimates that reflect the standard deviation of the model, for example, see Equations (14)–(17), and therefore can be valuable for early fault detection as demonstrated by [42]. Therefore, using the methodologies described above, CIs are calculated for analysing SVM-based power curve uncertainties. After that, at the later stage, a comparative study among these techniques is carried out to suggest which technique is robust and accurately estimates the uncertainty associated with the SVM power curve.
Using Equation (15), pointwise CIs calculated for the SVM power curve and plotted together with the estimated mean and measured values, as shown in Figure 7, suggest that the estimated and measured power curves are mostly within the region defined by the pointwise CIs. To understand this better, measured and estimated values are plotted in a time-series plot for selected power range and illustrated in Figure 8, which depicts that CIs upper and lower bounds have a tight width within predicted power values. Similarly, using Equation (17), simultaneous CIs calculated for the SVM power curve, as shown in Figure 9, signify that the estimated and measured power curves follow the expected variance of the measured data. It should be noted that in Figures 8 and 10, selected time-series data have been used to avoid complex figures and to explain the results in a better way. However, they have a large width across all the wind speed range, which is clearly seen by plotting time-series between measured and estimated values. In Figure 9, the simultaneous CIs’ bandwidth starts to get wider near to a wind speed value of 13 m/sec, and the time-series values of power between 700–800 in Figure 10 demonstrate this further.

**Figure 7.** Pointwise CIs for SVM-based power curve.

**Figure 8.** Analysis of pointwise CIs for estimated power values in time-series.

**Figure 9.** Simultaneous CIs for SVM-based power curve.
6.3. Comparative Studies of the Proposed Methodologies

The confidence interval of the SVM power curve, being smaller for the critical wind speed range (between cut-in and cut-out), may have better ability to reject the anomalous or faulty data, and thus be helpful in optimising WTs, and have more remarkable ability to detect anomalies in the early stages; this section addresses this as follows.

The developed SVM power curve, together with estimated pointwise and simultaneous CIs’ results are, along with the measured power curve, shown in Figure 11. They suggest that pointwise CIs are relatively smaller across the entire range of wind speed and therefore have a superior capability to reject invalid or faulty data as compared to simultaneous CIs.
This difference can be further seen in the limited time-series plot (Figure 12) where dashed circles highlight significant smaller pointwise CIs and thus have reduced uncertainty for the SVM power curve, as compared to simultaneous CIs. It should be noted that the SVM model's accuracy weakens in dealing with extensive datasets due to cubic inversion issues and, therefore, dealing with a large data size can be challenging and consequently affects the proposed uncertainty model's accuracy. Therefore, finding appropriate data management is vital for the effective use of SVM models.

![Graph showing power output vs wind speed](image1)

**Figure 11.** SVM-based power curve comparative investigation.

![Graph showing time-series analysis](image2)

**Figure 12.** Comparative studies on SVM models in terms of time-series.

7. Conclusions

Data-driven power curves are widely used by both turbine operators and service for performance monitoring and O&M warranty formulations related to WTs. However, uncertainty quantification related to the power curve remains a challenging issue. In this paper, two approaches are discussed to estimate the SVM-based power curve model uncertainty, along with their merits and demerits. SCADA datasets obtained from healthy operational pitch regulated WTs are used to train and validate the SVM model and associated uncertainty. Both pointwise and simultaneous CIs were found to be useful in estimating uncertainty surrounding the SVM power curve, as shown in Figures 7 and 9. However,
by comparing simultaneously with pointwise CIs, it has been found that the latter is more accurate over the entire section of the SVM power curve, as illustrated in Figures 11 and 12. This is because pointwise CIs show a relatively narrow width across the entire wind speed range and therefore have better ability to detect anomalies at an early stage and improve WTs’ maintenance decision process and other relevant activities, as compared to simultaneous CIs. Therefore, future research will extend this work by developing improved SVM-based failure detection for WTs’ CM, where pointwise CIs (obtained from this study) will be used to identify the early signs of failure. In addition to this, studying the impact of environmental and operational conditions on the SVM power curve models’ accuracy and uncertainty is also kept for future investigation.
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**Nomenclature**

- **ANNs:** Artificial neural networks
- **CIs:** Confidence intervals
- **ERM:** Empirical risk minimisation
- **GP:** Gaussian process
- **GWEC:** Global Wind Energy Council
- **SVM:** Support vector machine
- **SRM:** Structural risk minimisation
- **SVC:** Support vector classification
- **SVR:** Support vector regression
- **K:** The general covariance matrix
- **KKT:** Karush–Kuhn–Tucker
- **SCADA:** Supervisory control and data acquisition
- **σ:** Kernel width/scale
- **ξ:** Insensitive zone
- **C:** Box constraint
- **α:** Significance level
- **B:** Bias
- **MAE:** Mean absolute error
- **R²:** Coefficient of determination
- **RMSE:** Root-mean-squared error
- **RBF:** Radial basis function
- **W:** Space weight coefficient vector
- **WTs:** Wind turbines
- **ξ⁻ₖ, ξ⁺ₖ:** Slack variables
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